IMPROVED FRACTAL IMAGE COMPRESSION BASED ON ROBUST FEATURE DESCRIPTORS

WILLIAM ROBSON SCHWARTZ* and HELIO PEDRINI†

Institute of Computing, University of Campinas
Campinas, SP, Brazil, 13083-852
*schwartz@ic.unicamp.br
†helio@ic.unicamp.br

Received 8 July 2010
Revised 8 August 2011
Accepted 15 August 2011

Fractal image compression is one of the most promising techniques for image compression due to advantages such as resolution independence and fast decompression. It exploits the fact that natural scenes present self-similarity to remove redundancy and obtain high compression rates with smaller quality degradation compared to traditional compression methods. The main drawback of fractal compression is its computationally intensive encoding process, due to the need for searching regions with high similarity in the image. Several approaches have been developed to reduce the computational cost to locate similar regions. In this work, we propose a method based on robust feature descriptors to speed up the encoding time. The use of robust features provides more discriminative and representative information for regions of the image. When the regions are better represented, the search for similar parts of the image can be reduced to focus only on the most likely matching candidates, which leads to reduction on the computational time. Our experimental results show that the use of robust feature descriptors reduces the encoding time while keeping high compression rates and reconstruction quality.
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1. Introduction

The use of efficient and robust data compression methods has become of fundamental importance in nowadays communication systems due to the large amount of information being transmitted and stored. Fractal image compression is one of the most promising techniques for image compression due to its resolution independence, fast decompression, and its ability of obtaining high compression rates with smaller quality degradation compared to traditional compression methods.

Fractal compression exploits the fact that natural scenes present self-similarity, then a significant amount of redundancy can be removed, providing high compression rates. Since it is difficult to detect self-similarity in a global scale, the image
is usually partitioned into square blocks and affine transforms are used to describe the similarity between blocks. The resulting transforms, called *fractal codes*, are stored and used afterwards to reconstruct the original image by means of iterative function evaluations starting from an arbitrary image. By storing the fractal codes rather than bitmaps, images can be decompressed to resolutions that are higher or lower than the original resolution without distortions.

The use of block decomposition and affine transforms has provided significant results in fractal compression. However, the encoding process is computationally expensive due to the search performed to locate pairs of blocks presenting high similarity. Therefore, several approaches have been developed to reduce the computational cost to match blocks. The most common approaches are *classification search methods*, *local search*, and *partitioned-based methods*. Classification search methods cluster blocks sharing similar properties and the search considers only blocks belonging to the same cluster. Local search assumes that similar blocks are located in nearby regions. Finally, quadtree-based methods consider multiple block sizes such that larger blocks are used to encode regions with few details and small blocks encode regions with fine details.

An important part of matching blocks presenting similar properties is the use of a representative description for the regions under consideration. A good feature descriptor spans a feature space that provides high separability between samples possessing different properties but clusters together similar samples. Recent works on object detection and recognition have achieved improved results due to the use of robust local feature descriptors for object representation. One of the most successful local feature descriptors is the histograms of oriented gradients (HOG). HOG looks at the spatial distribution of edge orientations by capturing edge and gradient structures that characterize the local shape.

This work focuses specifically on speeding up the search for matching blocks by combining the quadtree-based approach with classification search approach using robust feature descriptors. In order to reduce the search space, a clustering algorithm is applied to group blocks sharing similar properties, these described by HOG features, a robust feature descriptor method widely employed in tasks such as object detection and recognition. Experimental results show that the use of robust feature descriptors, such as HOG, reduces the encoding time while keeping high compression rates and reconstruction quality.

This paper is organized as follows. In Sec. 2, a brief description of fractal compression is presented, as well as a review of relevant related work. Sec. 3 describes the proposed fractal image encoding method. Experimental results and conclusions are presented in Secs. 4 and 5, respectively.

2. Fractal Image Compression

Fractal image compression has become an important lossy technique due to its capacity of achieving high compression ratio and high reconstructed image quality.
The basic idea of fractal image compression is to exploit self-similarities present in the image to reduce the amount of redundancy. On the other hand, the main disadvantage of fractal encoding is its high computational cost due to the search used to find self-similarities.\textsuperscript{1}

Barnsley\textsuperscript{13} was the first to suggest the use of a set of transformations to compactly store images. The self-similarities contained in the images are represented by iterated function systems (IFS).\textsuperscript{14} An iterated function system is a finite set of contraction mappings on a complete metric space.

Jacquin\textsuperscript{15} proposed to partition the image into square blocks, search for regions or blocks of the images that are self-similar according to a certain criterion and, once a match is found, compute the transformations. A special type of IFS, called partitioned iterated function system (PIFS), is used to represent image blocks.

In fractal encoding, the image is divided into range and domain blocks. The smaller non-overlapping range blocks, $R$, cover the entire image, whereas larger domain blocks, $D$, are usually constructed from a subset of the original image. For each range block, the set of domain blocks is searched for the best match. The size of the domain block collection has a significant impact on the matching efficiency of each range block to its domain block and on the reconstructed image quality.

A contractive transformation is used to map each range block to its matched domain block. The transformation aims at minimizing a metric distortion measure during the search process. Similarity transform parameters between the range block and the corresponding domain block are used to encode the range block. The encoded image can be reconstructed by iterative evaluation of the transformations until converging to an approximation of the original image.

Several efforts have focused on reducing the complexity of the matching process during the fractal image encoding. The most relevant strategies are described in the following sections.

2.1. Classification search methods

Classification search methods group blocks sharing similar properties into clusters, such that the search for matches for a range block considers only domain blocks belonging to a single cluster.

Fisher\textsuperscript{1} proposed a classification method that divides the set of domain blocks into 72 classes according to certain combinations of average and variance computed in four quadrants of the block under consideration. The reduction of the searching space is obtained while preserving reconstruction quality.

Caso et al.\textsuperscript{16} replaced the fixed ordering of variances of an image block by a vector of variances. Such variance vectors are strongly quantized resulting in a collection of classes, where each class has a neighborhood of classes that can be searched. Tong and Pi\textsuperscript{17} and Wu et al.\textsuperscript{18} used the standard deviation to classify blocks. Duh et al.\textsuperscript{19} and Wang et al.\textsuperscript{20} used edge information of the blocks to classify them into a number of classes, resulting in a speed-up ratio of three to four times.
Lepsøy and Øien\textsuperscript{21} presented a codebook clustering algorithm for generating the set of classes adaptively, that is, dependent on the target images. Boss and Jacobs\textsuperscript{22} introduced an archetype classification based on a set of training images.

Kovács\textsuperscript{5} proposed a fractal image encoding method using image block classification based on two parameters to sort blocks into disjoint classes. The direction of the approximate first derivative and a normalized root mean square error of the fitting plane in the block under consideration are used to reduce the number of domain blocks searched for a range block, without significant loss of reconstruction fidelity.

### 2.2. Local search methods

A straightforward fractal encoding method performs an exhaustive search\textsuperscript{14} over all domain blocks in the image to find the best matching domain block for each range block. Since such exhaustive search algorithm for finding the optimal matching requires a high computational cost, extensive research on fast fractal image encoding algorithms has been carried out. Local search methods assume that the best matching domain block is located near the range block under consideration, that is, the search for similar domain block can be limited to the vicinity of the range block.\textsuperscript{23,24}

Lee and Lee\textsuperscript{25} described a method for searching limited by using the variance of the block. A speed-up ratio of 1 to 10 times is achieved, depending on the image being considered. Lai \textit{et al.}\textsuperscript{26} proposed a fractal image coding based on a single kick-out condition and zero contrast prediction to avoid a large number of range-domain block matches when finding the best matched domain block.

Bani-Eqbal\textsuperscript{27} proposed a tree-based search method for binding the domain block pixels and arranging the domain blocks in a tree structure to guide the search. Chung and Hsu\textsuperscript{3} described a strategy for partitioning the original image into a set of approximately homogeneous blocks prior to the application of the search algorithm, achieving a significant speed-up compared to the exhaustive search method.

### 2.3. Partitioned-based methods

Fractal encoding is usually implemented with square blocks. Other partitioning approaches have also been proposed to adapt the coding to local image characteristics to increase performance. A disadvantage of the fixed-size range block is the lack of adaptivity to the image. Rectangular nonuniform partition schemes include quadtree and horizontal-vertical partitioning. Koli and Ali\textsuperscript{4} investigated the effect of variable sizes of range and domain blocks in the fractal image coding. They observed that the larger the size of domain blocks is, larger will be the compression ratio with more deterioration in reconstruction quality.

In a quadtree partition, a square range block in the image is split into four equal-sized blocks. This process is repeated starting from the entire image and continuing until the squares are small enough to find a good matching domain block.
Larger blocks can be used to encode regions with few details, whereas smaller blocks encode regions with fine details. Several image fractal encoding methods based on quadtree partitioning have been proposed in literature.\textsuperscript{1, 28}

Horizontal-vertical partitioning\textsuperscript{29} recursively divides the image either horizontally or vertically to form two new rectangles. As in the quadtree scheme, the partitioning repeats until a metric quality is satisfied. Since the position of the partition is variable, horizontal-vertical partitioning is more flexible.

Triangular partitioning\textsuperscript{30, 31} initially divides a rectangular image into two triangles. Each of these triangles is recursively subdivided into four triangles by splitting the triangle along lines that join three partitioning points along the three sides of the triangle. Such scheme has several potential advantages since triangles can cover the image at any orientation.

2.4. Other methods

Hartenstein and Saupe\textsuperscript{32} and Lee and Ra\textsuperscript{33} developed fractal image methods that transform the image blocks into the frequency domain and exploit redundancy based on cross-correlation analysis. Chung and Hsu\textsuperscript{3} described a two-phase prediction-and-subblock-based fractal encoding algorithm for partitioning the image into a set of approximately homogeneous blocks prior to the application of the search algorithm.

A fractal encoding algorithm based on the self-organizing map (SOM) of Kohonen for codebook clustering was presented by Bogdan and Meadows.\textsuperscript{34} Hamzaoui\textsuperscript{35} combined the SOM method for clustering with the nearest neighbor approach to group adaptive image classes.

Endo \textit{et al.},\textsuperscript{36} Iano \textit{et al.},\textsuperscript{37} and Bellouata\textsuperscript{38} obtained good reconstructed image quality using hybrid wavelet-fractal methods based on Fisher’s classification scheme.\textsuperscript{1}

Saupe\textsuperscript{39} developed a fractal image compression to quantize image blocks using a quadtree partitioning, followed by a nearest neighbor search method. Tong and Wong\textsuperscript{40} presented a formulation of approximate nearest neighbor search based on orthogonal projection and pre-quantization of the fractal transform parameters. Quadtree partitioning is used to adjust the compression ratio.

Uhl and Hammerle\textsuperscript{41} and Hufnagl and Uhl\textsuperscript{42} presented a parallel implementation of fractal image encoding on MIMD and SIMD architectures, respectively. Lee \textit{et al.},\textsuperscript{43} described a parallel architecture for quadtree-based fractal image coding.

Saupe and Ruhl,\textsuperscript{44} Mohamed and Aoued,\textsuperscript{45} and Vences and Rudomin\textsuperscript{46} developed evolutionary and genetic methods for speeding up the fractal image compression.

3. Proposed Method

In this work, we employ the classification search approach based on a quadtree decomposition. For each level of the quadtree decomposition, domain blocks are
Fractal image compression approach. For a given level of the quadtree decomposition where range blocks have $B \times B$ pixels are considered, domain blocks of $2B \times 2B$ pixels are sampled from the input image. Using feature vectors as descriptor for each block, a clustering algorithm is applied to partition the domain blocks in $k$ clusters. After extracting the feature vector for a range block, the closest cluster, according to the distance between the cluster centroid and range block feature vector, is estimated, then only domain blocks belonging to the referred cluster are considered to find the best match. Once the best matching domain block is obtained, the reconstruction error is estimated. If it is smaller than the threshold, a fractal code is generated, otherwise, the range block is split into four new blocks with size $B/2 \times B/2$ pixels to be considered in the next level of the quadtree decomposition.
the next level of the quadtree decomposition (stored temporarily in a queue). The partitioning process finishes when a minimum block size is reached.

To achieve the goal of reducing the computational cost without degrading significantly the reconstruction quality, our approach is divided into two steps: feature extraction and clustering. The former is responsible for obtaining a better and more compact representation for blocks through the use of robust feature descriptors, while the latter reduces the set of domain block candidates to match a specific range block.

After sampling range and domain blocks (and rescaling the domain blocks to the same size of the range blocks), the feature extraction is performed using HOG descriptors, which captures edge or gradient structures that characterize the local shape. To represent each block, a feature vector composed of 36 dimensions is extracted (HOG with four orientations and nine bins per histogram, normalized according to the $L^2$-norm). This vector is used to execute the clustering (in the case of domain blocks) and the matching (between domain and range blocks).

For each level of the quadtree decomposition, the K-means clustering algorithm is executed to partition the set of domain blocks into $k$ clusters. Initially, all samples are standardized to have 0-mean and 1-standard deviation. After applying the K-means algorithm, the centroids for each cluster and its samples are stored to be used during the matching process.

Once the K-means has been executed for a given level of the quadtree decomposition, each range block, $r_i$, in the queue is compared to domain blocks aiming at finding the block with the smallest reconstruction error according to the root mean square error (RMSE)

$$ e_i = \frac{1}{n} \sum_{j=1}^{n} \left[ x_r(j) - (s_i x_d(j) + o_i) \right]^2, \tag{1} $$

where $s_i$ is the contraction factor $0 < s_i < 1$, $o_i$ is an offset constant, $x_r(i)$ and $x_d(j)$ denote the pixel intensity for the range and domain blocks, respectively, and $n$ is the number of pixels in the block.

To reduce the number of times that Eq. (1) is evaluated and parameters $s_i$ and $o_i$ need to be estimated, only a subset of the domain blocks is considered as candidates to match a range block $r_i$. Initially, we find the closest centroid, $c_t$, estimated by the K-means, to the feature vector extracted from the range block $r_i$; then, only domain blocks belonging to the cluster represented by $c_t$ are considered as candidates to match block $r_i$. Therefore, if the feature vectors extracted from the blocks are well representative, the number of evaluations is reduced and only similar blocks will be considered as matching candidates, which speeds up the compression process. We show in the next section that when more clusters are considered (and, therefore, fewer evaluations are required), the quality of the reconstruction degrades lesser when HOG feature descriptors are used.

If the smallest reconstruction error, $e_i$, obtained by a pair of range and domain blocks is larger than a chosen threshold, the range block is split into four new range
blocks that will be considered in the next stage of the quadtree decomposition. Otherwise, if the error satisfies the threshold, the range block is encoded with the generation of a tuple, called fractal code, used in the reconstruction of the image. A fractal code for a range block $r_i$ is composed of the tuple $(x_i, y_i, l_i, s_i, o_i)$, where $(x_i, y_i)$ denotes the top-left corner of the best matching domain block and $l_i$ has the decomposition level of the quadtree. More details regarding the fractal code and parameter estimation used in this work are given in the next section.

4. Experimental Results

In this section, we evaluate several aspects of our proposed approach. Initially, we describe the experimental setup used for this work. Then, we show compression results in a set composed of standard images and compare our method to related work published in literature.

4.1. Experimental setup

A fractal code for a range block $r_i$ uses 16 bits to encode the location of the top-left corner of its matching domain block, 8 bits for the offset constant $o_i$, 2 bits to encode the range block size (saving only the decomposition level of the quadtree is enough to recover the range block location if they are stored in a sequential order), and 3 bits to store the contraction factor $s_i$. We limit the contraction factor to assume one of eight possible discrete values quantized uniformly from the interval $0 < s_i < 1$. Therefore, 29 bits are used for each fractal code.

To avoid evaluating the reconstruction error (Eq. (1)) for multiple values of parameter $s_i$ to find a matching between a pair $(r_i, d_j)$ of range and domain blocks, we apply the least squares regression method to estimate the best values of $s_i$ and $o_i$. The closest value among the eight possible is used as $s_i$. Only after this estimation, the reconstruction error is evaluated for the pair of blocks $r_i$ and $d_j$.

For the quadtree, we use four levels of decomposition considering blocks of $32 \times 32$, $16 \times 16$, $8 \times 8$, and $4 \times 4$ pixels. The threshold for the reconstruction error at a decomposition level $l$ is estimated by

$$th_l = v_0 + l \rho,$$

where $v_0$ is an initial threshold and $\rho$ is the increment using at each level.

The baseline method used in our experiments considers simply the quadtree decomposition without performing the clustering for the domain blocks. By using this baseline, we are able to evaluate the speed-up obtained, how much the reconstruction quality degrades when fewer comparisons are performed, and the importance of the robust feature descriptors to reduce the reconstruction quality degradation. Four feature descriptors are used: HOG, mean, standard deviation, and entropy (the latter three are commonly used in fractal compression). Our experiments consider a standard set of testing images, shown in Fig. 2. All images are grayscale and have $512 \times 512$ pixels.
Fig. 2. Images used to evaluate the proposed image compression approach: (a) Lena, (b) peppers, (c) Baboon, and (d) f16.

All experiments were conducted on an Intel Core i7-860 processor, 2.8 GHz with 4 GB of RAM running Windows 7 operating system using a single processor core. The method was implemented using C++ programming language.

4.2. Number of clusters

We now evaluate the number of clusters used to partition the domain blocks into subsets. Figure 3 shows that while the number of bits per pixel (bpp) increases with the number of clusters, the peak signal-to-noise ratio (PSNR) reduces. Therefore,
4.3. Feature descriptor evaluation

Figure 5 compares the reconstruction quality obtained with different feature descriptors. It is possible to see that, in general, HOG is the feature descriptor that provides better trade-off between bpp and PSNR, mainly when considered that its encoding time is lower than most of the other feature descriptors, as shown in Fig. 4. Therefore, the use of robust feature descriptors improves reconstruction
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Fig. 4. Computational time as a function of the number of clusters used by the K-means algorithm: (a) Lena, and (b) peppers.

Fig. 5. Tradeoff between PSNR and bpp for different feature descriptors: (a) Lena, (b) peppers, (c) Baboon, and (d) f16.
Fig. 6. Reconstructed Lena images compressed using different feature descriptors at a compression ratio of 0.4 bpp: (a) HOG (PSNR = 31.48 dB), (b) mean (PSNR = 30.07 dB), (c) standard deviation (PSNR = 30.20 dB), and (d) entropy (PSNR = 30.61 dB).

quality and reduces computational cost. In addition, Fig. 6 shows reconstructed images compressed with different feature descriptors at the same compression ratio. The compression based on HOG presents higher reconstruction quality.

4.4. Baseline evaluation

Using the HOG feature descriptors and $k = 20$ for the K-means, Fig. 7 compares the tradeoff between bpp and PSNR and the encoding time for each image. Although
the encoding time has been reduced between 5 and 10 times when the clustering is considered, the reconstruction quality does not present significant degradation for a given bpp (PSNR is reduced by approximately 1 dB). Therefore, according to the results, the application of a clustering algorithm associated with robust feature descriptors provides further speed-up to the quadtree-based fractal compression approach.

4.5. Comparisons

Figure 8 compares our method to the approach proposed by Kovacs\(^5\) using image Lena with size 512 \(\times\) 512 pixels. His approach obtained significant reduction on computational cost compared to several fractal compression methods, including the quadtree-based method proposed by Fisher.\(^1\) The results show that our method
provides higher reconstruction quality at the same compression ratio. To follow the experiment designed by Kovacs, the computational time for both methods is restricted to at most five seconds. In our case, however, the computational time is significantly smaller than 5 s, as shown in Fig. 7(a), which takes up to 2.21 s.

5. Conclusions

We have proposed an encoding method for reducing computational cost to find matching blocks for range blocks. The combination of a partition-based method using quadtree decomposition with robust feature descriptors allowed the search to consider only blocks sharing similar properties, providing significant speed-up. Experimental results have demonstrated that feature descriptors with higher discriminative power, such as HOG, provide higher compression rates and reconstruction quality compared to another published fractal encoding method.
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