A Verify-Correct Approach to Person Re-identification Based on Partial Least Squares Signatures
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Abstract

In the surveillance field, it is very common to have camera networks covering large crowded areas. Not rarely, cameras in these networks do not share the same field of view and they are not always calibrated. In these cases, common problems such as tracking cannot be directly applied as the information from one camera must be also consistent with the others. This is the most common scenario for the person re-identification problem, where there is the need to detect, track and keep a consistent identification of people across a network of cameras. Many approaches have been developed to solve this problem in different manners. However, person re-identification is still an open problem due to the large number of people that might be in the scene. The similarity among people leads to errors when labeling each person with only one of the available options. This problem is often treated by changing the evaluation metric. Instead of assigning only one label to a person, many labels are given with different degrees of certainty. This approach transforms the re-identification problem into a ranking one [9].

In this paper, we propose a different approach to solving the re-identification problem. We do not make a strong assumption regarding the camera setting, so that our method can be easily applied on disjoint non-calibrated cameras. A verify-correct schema based on Partial Least Squares (PLS) [27] signatures is proposed to evaluate re-identification results after the final assignment and correct people that were misclassified. The PLS signatures model the behavior of each person against some generic patterns. Samples that do not fit the person model are considered as errors and are, therefore, assigned to another person that fits them better.

We compare our approach with the method proposed in [23] on three challenging video data sets: CAT, PETS2006 and Techgate and experimental results demonstrate that the proposed technique is able to further improve the accuracy of the baseline method for all data sets considering all evaluated metrics.

1. Introduction

Person re-identification is a problem of interest in video surveillance. It emerges from some classic problems, such as person detection, tracking, identification and recognition, being described as the task of assigning the same identifier to all samples of the same person throughout a video sequence across different cameras. This definition leads to many challenges to efficiently accomplish this task. For instance, considering only a single camera, the most common issues are occlusion, pose variation and lighting conditions. When more cameras are considered, the main difficulty becomes the task of keeping track of a person across the whole camera network.

Another common problem faced in re-identification is due to the large number of people that might be in the scene. The similarity among people leads to errors when labeling each person with only one of the available options. This problem is often treated by changing the evaluation metric. Instead of assigning only one label to a person, many labels are given with different degrees of certainty. This approach transforms the re-identification problem into a ranking one [9].

In this paper, we propose a different approach to solving the re-identification problem. We do not make a strong assumption regarding the camera setting, so that our method can be easily applied on disjoint non-calibrated cameras. A verify-correct schema based on Partial Least Squares (PLS) [27] signatures is proposed to evaluate re-identification results after the final assignment and correct people that were misclassified. The PLS signatures model the behavior of each person against some generic patterns. Samples that do not fit the person model are considered as errors and are, therefore, assigned to another person that fits them better.

We compare our approach with the method proposed in [23] on three challenging video data sets: CAT, PETS2006 and Techgate and experimental results demonstrate that the proposed technique is able to further improve the accuracy of the baseline method for all data sets considering all evaluated metrics.

2. Related Work

Person re-identification has been extensively addressed by several methods in the literature. Due to its novelty, different views of the problem are given, with different solutions for each of them. Some of the most common ap-
proaches differ with respect to the camera network configuration, where cameras can be disjoint, moving, have different quality and not be synchronized. Some recent approaches still rely on some information on the network topology [20].

Another important aspect regards to the person samples. The available methods are usually classified into single-shot methods, when only one sample is analyzed at a time; or multiple-shot methods, where a collection of samples, temporally related or not, are available to build the person model. Other characteristics include full body or face based person models, learned or direct methods and real-time approaches.

In this section, we present some recent approaches to the problem and briefly describe them in terms of different points of view of the person re-identification problem. More detailed reviews are given in [6, 7, 19, 26].

In [3], a person descriptor called Symmetry-Driven Accumulation of Local Features (SDALF) is described, which exploits person symmetry and gives higher weights to features extracted from its neighborhood. Another approach given in [1] present a different person feature based on Mean Riemannian Covariance (MRC) matrices. In a posterior work, both alternatives are combined by a linear weighting in order to create a more powerful descriptor called SDALF+MRC [22].

The method proposed in [18] uses a joint Gabor filter and a covariance descriptor to address the problem in terms of both full body and face models. In [28], the person is modeled through a body part decomposition, which creates a person template. The person matching is then performed on the template subspace.

In the work of [32], the person signature is built upon mid-level filters computed on person patches. The partial Area Under Curve (AUC) score is then used as a metric for selecting the most discriminative patches. Other patch-based approaches are given in [30, 31], where human saliences are used to describe person patches.

A multi-level approach is described in [11], where well separated samples in the high dimensional space are ignored (impostors) and an optimization problem is efficiently solved in the feature space. In [12], a metric learning method is proposed to relax the learning phase to a two class problem, where samples can be either from a same person or from different ones. The approach given in [14] learns different metric weights for each person, yielding better results especially when there is a large training data available.

In [16], a dictionary approach to approximating the input feature vectors as a linear combination of anchor points by using local coordinate coding (LCC) is described. This dictionary is used in the testing phase to match targets in the LCC representation. In [29], an energy-based loss function is described to compute the similarity among people in a fast manner, paving the way for online methods.

A different approach is provided in [15], as the system is semi-supervised by a user that can enter his/her own feedback on positive and negative person samples. The method then learns this new information and update its ranking to help the user to select person matchings. An approach considering 3D person models is proposed in [8], where person descriptors are mapped into a cylindrical representation of the person. Also considering 3D models, real-time results are achieved in [2], however, relying on a calibrated set of cameras. Finally, the method proposed in [17] handles the scenario where some cameras have person label information and others do not by a domain transfer approach.

In our method, we propose the PLS signature descriptor to refine re-identification results in an iterative manner without the need of a person gallery and with weak requirements on the camera setting.

3. Proposed Method

Our proposed approach to addressing the re-identification problem is based on the work described in [23], where full body models are used to describe the person appearance. Such modeling is performed via PLS regression [27]. The proposed approach extends the work in [23] by employing a verify-correct schema to refine the final person assignment. To perform this task, we propose the use of PLS signatures to model the person tracklets.

The proposed method consists on five sequential stages to reach the first results and a final verify-correct cycle to refine them. We first describe the Partial Least Squares technique, which is used on multiple stages of the method. Then, we review the stages required to obtain the first results. Finally, we detail the verify-correct schema based on PLS signatures. Figure 1 illustrates the architecture of the proposed re-identification method.

3.1. Partial Least Squares

The PLS is a dimensionality reduction technique that uses a collection of high dimensional feature vectors and their classes. The main purpose of this method is to maximize the covariance between the classes and their feature vectors during the dimension reduction. This is performed by the creation of latent variables as a linear combination of the input ones.

The result is a weight vector that can be applied on new high dimension feature vectors to reduce their dimension. They can then be classified into classes in the low-dimensional space using a regression-based approach [25].

3.2. Re-identification Technique

The first stage consists in the training of a person detector based on PLS appearance models. For this usage of PLS,
only two classes are considered for classification: positive and negative person samples [24]. The detector is trained by using low-level features obtained from overlapping blocks of person samples.

The following stage is responsible for the detection of the people present in the video frames. The output of this stage is a set of detection windows found in each of the frames. To obtain them, we first decompose the video frames into samples of different sizes and extract the same low-level features used in the training from them. Each sample is then classified into positive or negative person sample. This approach leads to many detection of the same person in different scales. To overcome this issue, a non-maximum suppression is performed to eliminate redundant detections. A full description of this stage is given in [24].

The next stage is a temporal tracking of each person throughout the video. Each detection window is tracked with a Kalman filter, resulting in a set of person tracklets. Additionally, missing detections are bridged by the tracking when they happen for a short time, that is, during only a few frames.

The obtained tracklets are organized by the method into tracklet partitions, where each partition contains tracklets that correspond to different people. This information is learned by the method using the fact that different detections in the same frame must correspond to distinct people.

These partitions are updated in the following manner. In the first video frame where a person is detected, a new partition is created and all tracklets from the people detected in this frame are assigned to it. In the other frames, one of the following situations can occur:

- **All the detections are tracked people**: only the tracklets are updated, no further work is required on the partitions.
- **A new person is found**: a new tracklet is created for this person and it is added to the current partition.
- **A person is lost**: this situation can happen when there are many missing detections or the person walks off the camera range. In this scenario, a new partition is created and all tracklets from this frame are added to it. If the same partition was used in the next frames, the lost person could return to the camera range and would be incorrectly marked as distinct from itself.

In the modeling stage, a PLS appearance model is created for each tracklet in each of the tracklet partitions, this time in a one-against-all approach. Within a partition, when building the model for a given tracklet, the remaining tracklets of the same partition are used as counter-examples.

All tracklets are then pairwise matched against each
other using the generated models in the last sequential stage. The matching results are organized in a matrix of matching scores between each tracklet pair.

### 3.3. Tracklet Maps

For the final stages, we use two types of auxiliary tracklet maps to keep track of similar and distinct tracklets. Each tracklet has its own similarity ($S$) and distinctivity ($D$) maps. The first holds the other tracklets that correspond to the same person, whereas the second holds tracklets that correspond to people known to be distinct.

These maps are initialized according to the following equations. As soon as the tracklet is created, it is inserted into its own similarity map (Equation 1a). All other tracklets in the same partition ($P$) are inserted into its distinctivity map (Equation 1b). Map initialization equations:

$$S_i \leftarrow i, \quad \forall i \in P_p$$  \hspace{1cm} (1a)

$$D_i \leftarrow j, \quad \forall i, j \in P_p \mid i \neq j$$  \hspace{1cm} (1b)

### 3.4. Score Matrix Processing

The score matrix processing stage consists of successive removals of the maximum value from the score matrix, marking the corresponding tracklets as belonging to the same person. The distinctivity maps of each tracklets are used to make sure they are not known to belong to different people.

When a matching is found, their maps are updated according to the following equations. Both maps for the two involved tracklets are merged (Equations 2a and 2b). The new similarity map is used to update each of the distinctivity maps for the tracklets found in the new distinctivity map (Equation 2c). Map update equations:

$$S_{new} \leftarrow S_i \cup S_j$$  \hspace{1cm} (2a)

$$D_{new} \leftarrow D_i \cup D_j$$  \hspace{1cm} (2b)

$$S_k \leftarrow S_{new}, \quad \forall k \in S_{new}$$

$$D_k \leftarrow D_{new}, \quad \forall k \in S_{new}$$  \hspace{1cm} (2c)

When no more matrix removals are possible, unique person identifiers are assigned to each tracklet according to the information held in the similarity maps, in order to obtain a tracklet-person assignment.

### 3.5. Verify-Correct Cycle

The verification step makes use of PLS signatures to determine whether a tracklet assigned to a person should be rejected or not. In sequence, the correction step updates the tracklet maps according to the rejection information.

After all people are checked, the cycle is reinitiated and the score matrix processing stage is re-executed with the corrected maps. The method finishes when no more rejections are found.

### 3.6. Partial Least Squares Signatures

After the tracklets are found in the tracking stage, we create a set of generic partitions, different from the person partitions already described. These are called generic due to the fact that they consist of person tracklets randomly selected from the whole video sequence. The random selection makes sure that the same tracklet is not selected twice. Therefore, within a generic partition there are no requirements that tracklets belongs to the same people, they are only generic people partitions.

We then create a PLS model for each tracklet within a generic partition in a one-against-all approach, using the other tracklets as counter-examples. These models represent generic person models.

Finally, we match the prior person models from the modeling stage against all the generic people models. The matching against each generic model gives the result for this person tracklet, which should be the similar for all tracklets that belong to the same person.

A set of generic models is used because, given that real person tracklets are used to build the generic partitions, we cannot match a tracklet against itself. We then need another model to match these tracklets used to create the generic partitions.

We name the collection of matching results for a tracklet as its signature. As some tracklets are not matched against all generic models (the ones that were built using them), the effective signature dimension may vary among the tracklets.

### 3.7. Verification Step

In this step, both tracklet-person assignment and tracklet signatures are available. The verification consists in checking for each person if their tracklets have similar signatures.

As already mentioned, effective signature dimensions may vary among tracklets. So, we evaluate the similarity among tracklets within a person in a dimension-by-dimension schema, so that the rejection does not get biased for the tracklets with fewer dimensions.

For each person, a one dimensional Gaussian is fit for each signature dimension, as the response distribution for the tracklets in the same person are considered to be approximately the same. This Gaussian is built using all tracklets in the person, except those that were not matched against the generic model responsible for this dimension. Then, for each dimension, a tracklet is considered rejected for this dimension if its response value lies outside the region of acceptance, defined as a percentage of the Gaussian.
The final rejection decision is taken considering the total rejection count for all dimensions. If a tracklet is considered to be rejected by at least a determined fraction of the total number of dimensions, then it is also considered rejected for the person it was assigned to.

3.8. Correction Step

The tracklets rejected on the previous step should be considered as distinct from the other tracklets assigned to the same person. So, in the next iteration they will get assigned to another person that should fit it better.

For each person \( p \), the tracklets that are found to not belong to them are put in a rejected set \( (R_p) \). This set is used to correct the maps according to the following equations. The distinctivity map for each of the rejected tracklets are updated with the non-rejected tracklets (Equation 3a). The distinctivity map for each of the non-rejected tracklets are updated with the rejected tracklets (Equation 3b). Map correct equations:

\[
D_i \leftarrow j, \quad \forall i \in R_p, \quad \forall j \in S_i, \quad \forall p \mid j \notin R_p \quad (3a)
\]

\[
D_j \leftarrow i, \quad \forall i \in R_p, \quad \forall j \in S_i, \quad \forall p \mid j \notin R_p \quad (3b)
\]

4. Experimental Results

In this section, we describe the experiment results and compare our method with the baseline described in [23].

In the detection stage, the same parameter settings of the baseline method are used. The person detector was trained by using cropped person images from the INRIA Person Dataset [5]. All PLS models use the same low-level features: histogram of oriented gradients (HOG) [5] for edge information and gray-level co-occurrence matrices (GLCM) [10] as a texture descriptor.

In the verification stage, we adopted a threshold of 95% for the single dimension rejection and iterate over a range from 5% to 30% for the final rejection decision. Values higher than 30% do not significantly alter the results.

The comparison between both approaches are given in the same three video data sets used in the baseline: CAT, PETS2006 and Techgate. The first contains 4 cameras and 4 people are present. The second is sequence S7 of PETS2006 [4], with 56 people viewed by 4 cameras. The last one has 4 people in a 6 camera environment.

The evaluating metrics are the same multiple camera metrics reported in the baseline method: Crossing Fragments (X-Frag), Crossing ID Switches (X-IDS), Returning Fragments (R-Frag) and Returning ID Switches (R-IDS) [13]. The single camera metrics are not considered, as they do not change in comparison with the baseline since no changes are performed at this level.

The results for the Crossing ID Switches metric are shown in Figure 2. It can be seen that the proposed achieve superior results when running for the rejection parameter between 5% and 10%.

The results for the Return ID Switch metric are shown in Figure 3. Again, the method achieves the best results with the rejection parameter varying from 5% to 10%.

The results for the Crossing Fragment metric are shown in Figure 4. For this metric, the method performs better with the rejection parameter a little higher than the previous metrics, between 20% and 25%.

The results for the Returning Fragment metric are shown in Figure 5. Similarly to the Crossing Fragment metric, in this case a rejection parameter of roughly 25% is the best choice.

It is clearly observed from the results that our method is able to improve the baseline results for all data sets by considering all metrics. It is also clear that, although the best parameter choice vary depending on the adopted case, the parameters can be adjusted to better fit some desired property, as within the same metric it does not vary significantly.

5. Conclusions And Future Work

In this work, a novel approach to person re-identification based on PLS signatures is proposed to improve accuracy results in a verify-correct schema. Our method can be used in any camera setting, so it does not depend on camera calibration, FOV intersection or frame synchronization. Furthermore, it does not require a person gallery, which allows a wide range of applications.

We also demonstrate through three different video data sets that the results of the proposed method are superior than the baseline for all data sets and all considered metrics.

As future work, different data sets can be used to evaluate the performance of the method using videos with higher resolutions. The proposed method can also be adapted to other applications, such as face-based person re-identification.
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